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INTRODUCTION 

Over the years, surveillance in the field of epidemiology 

has evolved from manual to digital methods through the 

use of traditional computer programming to artificial 

intelligence (AI) on improving the collection, collation, 

storage, interpretation, and presentation of data.1,2 The 

practice of medicine is gradually changing with the 

advent of digitalized data acquisition, machine learning 

(ML), and computing infrastructure.3,4 Though the 

AI‐based tools are stilled being evaluated, these digital 

data management techniques have become the order of 

the day, as they are used to determine the 

etiopathogenesis, screening/ diagnosis, categorizing of 

disease severity, detecting therapeutic agents, vaccine 

production, and forecast of outbreak spots.5-7 In recent 

times, AI-driven techniques have increasingly been used 
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in weather prediction and climate analysis to improve 

their capacity to predict, prevent, and detect the trends in 

outbreak prevalence, location, and future global health 

risks.8,9 Additionally, AI and its applications are 

expanding into areas previously believed to be 

spearheaded by human experts, and proven to execute key 

healthcare tasks than human expertise.10-12 Hence, 

utilization of AIs’ will promote the health and well-being 

of individuals irrespective of their socioeconomic status 

as it works towards achieving the United Nations 

Sustainable Development Goals (SDG-3) by the year 

2030.10,11,13 To improve health programs in many 

resource-poor nations, the open data kit (ODK), open-

source mobile software has been used by healthcare 

workers to rapidly collect, collate, and support the 

manipulation of intricate and large volumes of data types 

(text, location, images, audio, video, barcodes).14-16 The 

ODK is the most vastly utilized, as it reinforces the 

function of many other electronic data collection 

(EDC) tools such as; Ona, Kobo Toolbox, Survey CTO, 

COMM Care, Enketo, and triangulates with Redcap, 

DHIS2, and R through application program interfaces 

(APIs).14,17 ODK permits vast deployment and evaluation 

of the diagnostic test, therapeutics, and access to the 

compassionate use of safe and efficacious vaccines to 

curb the spread of this dangerous viral haemorrhagic 

disease.14 Additionally, many data mining techniques 

have been applied by researchers with real-time datasets 

using numerous forms of processes, not limited to 

machine learning classifiers.6,18,19  

The world health organization (WHO) and researchers are 

working diligently to develop more efficient and robust 

diagnostic techniques using advanced technologies to 

analyze data as well as; prevent, detect, and forecast 

outbreak spots. It may also be able to predict therapeutic 

drugs and vaccines in the circumstance.20-24 For instance, 

CRISPR-Cas is a broadly used nucleic acid detection 

system designed using machine learning techniques to 

precisely target and cleave to the genome of 

SARS‐CoV‐2 for therapeutic purposes.23-26 Moreover, 

data analyzed from these processes can enable 

collaborative preparedness in fighting epidemics.13,27 In 

2015, Nigeria adopted the surveillance outbreak response 

management and analysis system (SORMAS) reporting 

tool as an open-source mobile and web application 

software for the management of epidemic-prone 

diseases.28-30 The SORMAS platform is a multifaceted, 

bidirectional information exchange data management 

software used for prevention, detection, contact tracing, 

and surveillance of disease outbreaks, particularly in 

resource-poor settings; and was adopted at the onset of 

the COVID-19 pandemic.28,31 Although it has its 

strengths, there are several limitations in our setting such 

as Complexity in data entry, resulting in a lower 

throughput; the inability to classify addresses, therefore 

the collected data is consequentially problematic for 

automated systems that are meant to parse and classify 

them by their Local Government areas. 

This study aimed at identifying and solving the 

challenges of our data management tools; thereby 

improving COVID-19 data management in Rivers State. 

METHODS 

A data analysis and validation engine (DAVE) was 

developed. This engine performed data quality control 

checks and implemented an artificially intelligent system 

that influences machine learning to classify addresses. 

The system contrives a Naive Bayes classifier which is a 

probabilistic classifier based on Bayes' theorem with 

strong (naive) independent assumptions, coupled with 

kernel density estimation to achieve accuracy levels that 

surpass a human classifier. The system was trained on a 

dataset of more than 250,000 pre-classified addresses 

leveraging the computing power of a cloud server to 

generate a model that can be utilized locally to classify 

addresses with minimal hardware requirements. DAVE is 

a suite of applications that automates data processing and 

its components. The command-line interface of DAVE 

exposes two commands, the index, and the parse 

command. The index command kept track of assigned 

EPID numbers for each Local Government Area (LGA) 

with version history and allowed for instantaneous 

rollbacks if there were issues. The parse command does 

the actual data processing and quality control checks. The 

checks involved removal of non-American Standard Code 

for Information Interchange (ASCII) characters; trimming 

of excess whitespace; validation and conversion of dates 

to the YYYY-MM-DD format. 

RESULTS 

DAVE processing mechanism 

Entries are pulled from the data collection tool and passed 

to DAVE as a file with the mime-type "application/vnd. 

openxmlformatsofficedocument.spread sheetml.sheet" or 

"application/vnd.ms-excel". DAVE checks if the file 

structure matches the data template returning a 

descriptive error message if the check fails. Next, Dave 

checks individual fields removing characters that are 

outside the ASCII encoding table and fixing data formats. 

Once this step is completed DAVE pulls from the server 

and creates a local copy of the datastore and the index so 

that the system can be rolled back to previous states if any 

critical error occurs. At this point, DAVE begins 

assigning EPID numbers to each entry. To do this, DAVE 

iterates through each entry, compares the current entry to 

already existing data using the Levenshtein function to 

account for typographical errors, and returns the already 

existing EPID number when a match is found but assigns 

a new EPID number when there is none. 
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Figure 1: Data analysis and validation engine data processing system. 

EPID number assignment 

To assign EPID numbers, DAVE uses a pre-trained 

model based on the Naive Bayes classification algorithm 

to catalogue each address data entered into the LGAs. 

Once the classification is done, the system checks the 

index for the last entry for that LGA and increments it. 

This process is repeated until all entries have been 

assigned EPID numbers, then new data is uploaded back 

to the server and the local copies are updated. The entries 

with assigned EPID numbers get written to a manifest file 

in the output directory and sent to the laboratory. Dave 

then writes this data into files that can be imported into 

the data template of our management tools and generate a 

sample manifest that is then sent to the laboratory. 

Finally, the engine updates the local copy of the data and 

uploads it to the server. 

The import component  

The Import component of DAVE is an in-browser script 

that simulates input from a human interface device. It 

accounts for network conditions and handles dialogues 

and possible errors messages while it runs the upload. 

The import tool cuts the runtime to only a fraction of 

what would be required if the system was being operated 

manually.  

The data retrieval component 

To retrieve the contact information of individuals from 

the datastore, DAVE takes a list of names that is extracted 

from the result sheet gotten back from the Laboratory, 

runs the same data quality checks and applies the same 

fixes as it does with entries from the data collection tool. 

The data retrieval of DAVE used the levenshtein distance 

to compare entries, identify matches and pull their contact 

information. This data is then written to a file with the 

mime-type “text/csv” to avoid duplication while 

assigning EPID numbers. 

DISCUSSION 

The DAVE system is a semi-autonomous system that 

operates with minimal human intervention, requiring a 

reduction in the personnel management needed to operate 

a fully functional data unit. Dave is automatically faster 

necessitating a reduction in data processing time as it 
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leverages computing power to parse, store, and retrieve 

data while practically eliminating the need for manual 

data quality assessment. It also can process roughly about 

10,000 entries in five minutes and upload about 1500 

entries in an average of 15-minutes compared to 

approximately five entries with existing management 

tools. The proof of concept which involves data flow 

from the point of collection to storage and reporting is 

assessed as 100% accurate without errors and in real-

time; there is also the ability to roll back if any error 

occurs. To automatically parse and classify data, regular 

expressions (RegEx) are used; the approach involves 

compiling a database of popular addresses and comparing 

entries against them for similarities, updating frequently 

and storing multiple references to the same physical 

location. A weakness of this approach includes a severe 

runtime overhead that grows exponentially with the 

increase in the number of entries that need to be parsed. 

The DAVE system circumvents these weaknesses. 

Although the DAVE system is efficient it requires high-

end computational infrastructure to train the model. This 

serves as a limitation to its implementation. Also, the 

quality of the output to an extent is still dependent on the 

quality of data entered.33,34 

CONCLUSION 

The DAVE was effective in the implementation of AI in 

COVID-19 data management in Rivers State. Artificial 

intelligence and computer science at large are useful 

when properly applied in the practice of medicine and not 

only restricted to addressing the challenges encountered 

in COVID-19 data management. Although the 

development of the data analysis and validation engine 

(DAVE) application is complex, it only requires basic 

computer knowledge to operate which makes it an 

effective tool, by improving data quality, simplifying the 

retrieval of data, and eliminating the common bottlenecks 

associated with the existing data management systems in 

developing countries. 

Recommendations 

The data analysis and validation engine (DAVE) 

functionality can be extended to incorporate additional 

features like forecasting outbreaks of emerging/re-

emerging diseases, categorizing the severity of diseases, 

predicting diagnostic measures for diseases, identifying 

possible therapeutic agents for diseases, and assessing the 

effectiveness of potential vaccines.  
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