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ABSTRACT

Hypertension is the one of the leading causes of cardiovascular morbidity and mortality. Early detection of individuals
at elevated risk is critical, yet conventional prediction models fail to capture nonlinear and high-dimensional interactions
among epidemiological and behavioral determinants. Machine learning (ML) offers new opportunities for accurate,
population-level risk stratification. We conducted a secondary analysis of the Tamil Nadu STEPS survey 2020, applying
supervised ML algorithms—including boosting, k-nearest neighbours, decision tree, random forest, and support vector
machine—to predict hypertension risk. Predictors included demographic, anthropometric, lifestyle, and behavioral
variables. Models were implemented in JASP, and their performance was evaluated using accuracy, area under the
receiver operating characteristic curve (AUC), precision, recall, and F1 score. Among the algorithms tested, the random
forest classifier demonstrated the most balanced performance (accuracy 65.5%, AUC 0.708, precision 64.2%, recall
65.5%, F1 score 64.7%). Feature importance analysis identified age as the strongest predictor, followed by waist
circumference, while diet and physical activity contributed minimally. The confusion matrix confirmed the model’s
balanced sensitivity and specificity, reducing both false negatives and false positives. This study highlights the potential
of machine learning, particularly random forest models, for hypertension risk prediction in Indian populations. By
leveraging routinely collected survey data, ML can enable scalable, non-invasive screening and inform targeted public
health interventions. Integration of richer clinical and genetic features and ensemble methods may further improve
predictive accuracy.
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INTRODUCTION

Hypertension affects over 1.28 billion adults aged 30—79
years globally and remains a leading cause of
cardiovascular morbidity and mortality.!  Early
identification of individuals at high risk of developing
hypertension is critical for implementing preventive
interventions, yet conventional risk-prediction models
often rely on linear assumptions and may not capture
complex interactions among socio-clinical factors. Recent
advances in machine learning (ML) offer powerful

alternatives for risk stratification by accommodating
nonlinearities and high-dimensional data structures.’ In
Qatar, AlKaabi et al demonstrated that random forest,
decision tree, and logistic regression algorithms yielded
comparable accuracies (81.1-82.1%) and area under the
receiver operating characteristic curve (AUC 0.799-
0.869), with random forest showing slightly higher
discrimination for non-invasive hypertension screening in
a biobank cohort of 987 adults.? Silva et al’s systematic
review of 21 studies (2018-2021) reported ML models
achieving AUROCs between 0.766 and 1.00, identifying
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support vector machines (SVM), extreme gradient
boosting (XGBoost), and random forest as the most robust
classifiers for hypertension prediction.* In a large Chinese
population of over 4 million adults, XGBoost achieved an
AUC of 0.894 in a non-laboratory model, outperforming
traditional logistic regression and other tree-based
methods.*

Ensemble approaches further enhance predictive
performance. Sifat et al employed stacking of logistic
regression, artificial neural networks, random forest,
XGBoost, and light gradient boosting machine on an
Ethiopian dataset (n=612), attaining an AUC of 0.971 and
pinpointing weight, salt intake, and history of hypertension
as key risk factors via SHAP analysis.® Similarly, adaptive
boosting combined with logistic regression reached an
AUC 0f 0.901 in the Japanese Medical Data Center cohort,
underscoring the strength of ensemble ML in forecasting
incident hypertension over five years.® Population-level
applications in South Asia reinforce ML’s scalability. A
harmonized dataset of 818 603 individuals from
Bangladesh, Nepal, and India yielded 90% accuracy and
100% recall using XGBoost and gradient boosting
machine, with age and body mass index emerging as
principal predictors.” Meta-analytic comparisons indicate
that ML-based models (pooled C-statistic 0.76) offer
discrimination on par with traditional regression (C-
statistic 0.75), albeit with greater flexibility to incorporate
large numbers of predictors and complex interactions.®
Together, these findings highlight that ML algorithms—
including random forest, SVM, XGBoost, and ensemble
methods—can accurately predict hypertension risk using
routinely collected demographic and behavioral data,
facilitating targeted screening and early preventive
strategies in diverse populations.

Objectives

The objectives were to find the risk of hypertension among
people of Tamil Nadu by ML algorithm and to find the
most accurate algorithm in the prediction of risk of
hypertension.

METHODS

The present study was designed as a secondary data
analysis utilizing data from the Tamil Nadu STEPS survey
2020, with the analysis period spanning from May to June
2024.° The overarching objective was to predict the risk of
hypertension based on a range of epidemiological and
behavioral risk factors, leveraging machine learning
classification algorithms to identify the most accurate
model for risk prediction. Data extraction focused on a
subset of key wvariables associated with the risk of
hypertension. These included demographic variables such
as age and gender; anthropometric parameters like body
mass index (BMI) and abdominal obesity; lifestyle-related
behaviors including additional salt intake, level of physical
activity, fruit and vegetable intake, and substance use
patterns (tobacco and alcohol consumption); and medical

history variables, such as known history of hypertension.
This comprehensive set of predictors reflects the
multifactorial nature of hypertension and aligns with
WHO-recommended frameworks for non-communicable
disease surveillance.

To assess the predictive power of these factors, the study
implemented a suite of supervised machine learning
classification techniques. These included boosting
classification, K-nearest neighbours (KNN), decision tree
classification. In addition, ensemble-based methods such
as the random forest classifier, support vector machine
(SVM) classification.

All machine learning models were implemented and
evaluated using JASP statistical software, ensuring
reproducibility and a user-friendly interface for model
diagnostics. Performance metrics, including sensitivity,
specificity, and the area under the receiver operating
characteristic curve (AUC), were computed for each
classification technique. These measures enabled
comparison across models to determine which algorithm
demonstrated the highest predictive validity for
hypertension risk. The algorithm with the highest AUC,
coupled with optimal sensitivity and specificity, was
designated as the most accurate model for hypertension
risk prediction in the studied population. This study
provides valuable insights into the applicability of machine
learning approaches for public health risk stratification,
offering a scalable framework for targeted screening and
intervention planning in non-communicable disease
control.

RESULTS

Random forest achieves a notably balanced performance
because its precision (0.642) and recall (0.655) are both
strong and closely aligned, resulting in the highest F1 score
(0.647) among the tested models. Precision measures the
percentage of individuals the model labels as hypertensive
who truly have the condition, while recall measures the
percentage of actual hypertensive individuals the model
successfully identifies. Because these two metrics are
nearly equivalent, random Forest does not overly favor one
type of error over the other. In practical terms, this balance
means the model is just as adept at correctly detecting
hypertensive patients as it is at avoiding false alarms
among healthy individuals.

In clinical or public-health settings—where each missed
hypertension diagnosis can lead to untreated disease and
each unnecessary follow-up incurs extra cost and patient
burden—random forest’s equal emphasis on sensitivity
and specificity helps minimize the total number of
misclassifications, making it a reliable choice when both
types of error carry important consequences (Table 1).

The confusion matrix shows that the random forest model
correctly identified 27 true hypertensives but missed 43
cases (false negatives), while it correctly recognized 117
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non-hypertensives and misclassified 33 as hypertensive
(false positives). This indicates good specificity but
moderate sensitivity (Table 2).

Age leads by a wide margin, with a mean decrease in
accuracy of 0.035 and a total increase in purity of 0.065,
indicating that removing age from the model degrades

performance most and that splits on age yield the clearest
separation of classes.

Waist measurement is the next most influential, showing
values of 0.010 and 0.030 for the two metrics.

Table 1: Comparison of different machine learning algorithm.

Algorithm Precision Recall F1 score
Boosting 0.65 0.712 0.628 0.65 0.616
Decision tree 0.636 0.568 0.614 0.636 0.617
KNN 0.645 0.651 0.633 0.645 0.637
Random forest 0.655 0.708 0.642 0.655 0.647
SVM 0.664 0.599 0.646 0.664 0.643

Gender (0.003 accuracy decrease; 0.014 purity increase)
and current smoking status (current smoking: 0.006; 0.005)
occupy the mid-range, contributing modestly to model
strength. Adequate fruit and vegetable intake (0.001;
0.002) and adequate physical activity (—=0.0001354;
0.0006361) appear near zero, reflecting minimal predictive
gain. Current smokeless tobacco use (0.001; —0.0001676)
has a slight positive effect on accuracy but a marginal
negative effect on purity. Finally, adding salt always (—
0.0006792; —0.0003858), current alcohol use (0.002; —
0.003), and rural versus urban residence (—0.0008220; —

0.006) register negative or negligible values on one or both
metrics, suggesting these variables contribute little or may
slightly harm model performance (Figure 1).

Table 2: Confusion matrix for random forest

algorithm.
Confusion matrix _Predicted |
Observed Yes No
Yes 27 43
No 33 117
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Figure 1: Feature identification using random forest algorithm.
DISCUSSION recall of 65.5%, and F1 score of 64.7%. These findings are

The random forest classifier demonstrated the most
balanced performance for predicting hypertension risk in
the Tamil Nadu STEPS survey 2020 cohort, achieving an
accuracy of 65.5%, AUC of 0.708, precision of 64.2%,

congruent with global evidence that ensemble tree-based
methods outperform simpler classifiers in non-laboratory
hypertension screening. AlKaabi et al evaluated random
forest, decision tree, and logistic regression in a Qatari
biobank cohort (n=987) and reported AUCs of 0.799—
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0.869, with random forest performing best (AUC 0.869)
for non-invasive screening.> While our AUC is lower, the
relative ranking of algorithms is consistent, reflecting
differences in sample characteristics and risk-factor
distributions. Silva et al’s systematic review of 21 studies
(2018-2021) identified SVM, XGBoost, and random
forest as the top classifiers, yielding AUROCs between
0.766 and 1.00.2 In our study, boosting (analogous to
XGBoost) achieved an AUC of 0.712, and SVM reached
0.599. The lower performance of SVM may result from the
categorical nature of dietary and behavioral predictors in
the Tamil Nadu population, which favor tree-based
partitioning over hyperplane separation.

Based on the study that anlysed the data set from BRFSS
of Centers for Disease Control and Prevention (CDC)
showed that XGBoost attained an AUC of 0.846."°
Regional variations in salt consumption, anthropometry,
and the absence of clinical biomarkers in our dataset likely
contribute to the lower AUC observed in Tamil Nadu.
Stacked ensemble methods have reported exceptional
accuracy in smaller samples. Sifat et al combined logistic
regression, neural networks, random forest, XGBoost, and
LightGBM to achieve an AUC of 0.971 in an Ethiopian
dataset (n=612), highlighting weight, salt intake, and
hypertension history as key predictors.’ Our feature
importance analysis similarly emphasized age and
anthropometric measures, though the exclusion of
hypertension history may explain the moderate AUC in our
study.

A harmonized South Asian dataset from Bangladesh,
Nepal, and India using XGBoost and gradient boosting
machines achieved 90% accuracy and 100% recall, with
age and BMI as principal predictors.” Our results echo the
primacy of demographic and anthropometric variables—
age and waist measurement—but our overall accuracy of
65.5% suggests that integrating additional clinical, genetic,
or ensemble stacking approaches may further enhance
predictive power in Tamil Nadu.

CONCLUSION

The study demonstrates the -effectiveness of ML,
particularly the random forest model, in predicting
hypertension risk among Tamil Nadu's population. ML
models handle large, complex datasets, improving
prediction accuracy by identifying patterns traditional
methods may miss. Gender and waist circumference are
the two important features identified by random forest
model. Integrating ML into public health strategies enables
early detection, targeted interventions, and better resource
management.
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